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Abstract: This study aims to determine whether the Dow 

Jones Index, exchange rate, interest rates, and inflation 

affect the Financial Sector Stock Price Index. The 

population in this study is the Financial Sector Stock Price 

Index (CSPI) data from December 1995 to December 2018. 

The sample in this study is the monthly data of the Dow 

Jones Index, Rupiah Exchange Rates, SBI Interest Rates, 

Inflation, and CSPI within 10 years (120 months) from 

January 2009 to December 2018 where the CSPI 

experienced fluctuations during this period. The data 

analysis technique used is multiple linear regression. 

Research results show that Simultaneously, the Dow Jones 

Index variables, Dollar Exchange Rate, BI Rate, and 

Inflation significantly influence the dependent variable of 

the JCI movement with a coefficient value of 96.53%. The 

Dow Jones Index variable partially has a significant effect 

and is positively correlated with the CSPI dependent 

variable. Dollar Exchange Variable partially has a 

significant effect and negatively correlates to the CSPI 

dependent variable. The BI Rate variable partially has no 

significant effect and positively correlates to the CSPI 

dependent variable. Inflation variable partially has no 

significant effect and positively correlated to the CSPI 

dependent variable. 

 

Keywords: Dow Jones Index, Dollar Exchange Rate, BI 

Rate, Inflation, Financial Sector Stock 

Price Index (CSPI) 

 

INTRODUCTION 

The economic conditions in Indonesia are inseparable from the influence of the global 

economic cycle. The existence of financial crises experienced in various countries can 

destructively damage the country's economy. One of them can be seen from the fall in stock 

prices and the bankruptcy of many financial institutions both in developed and developing 

countries. 
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Figure 1. Graph of the Dow Jones Movement and Stock Price Index of the Indonesia Stock 

Exchange Financial Period from January 2006 to December 2010 

Based on the graph above, it shows that the BEI Financial Sector Price Index (CSPI) 

increased by 49.09% in 2006 and in 2007 increased by 29.56%, but in 2008 it actually 

decreased by 27.92%. The existence of these fluctuations commonly known as the contagion 

effect (contagion-effect). According to Franke (1993) the existence of economic globalization 

will further facilitate investors in allocating their capital. However, it also has a bad 

influence, which is the relationship between one stock exchange with another exchange, 

which according to Tan (1998) is called Contagion effect. Basically, the Stock Index is 

influenced by two factors, namely micro factors and macro factors. Micro factors can be seen 

from the company's financial performance, while macro factors are conditions of the 

country's economy such as the exchange rate (exchange rate), BI interest rates, inflation, etc. 

 
Figure 2. Graph of the Rupiah Middle Exchange Rate against the US Dollar from January 

2006 to December 2010 

Source: www.bi.go.id processed 

The data illustrated in the graph above shows the exchange rate (exchange rate) of the 

Rupiah against the United States Dollar starting from the period January 2006 to December 

2010. Based on the graph shows a significant increase in the exchange rate between 2008 and 

September 2009, amounting to 19.37 %. This condition is a sign that the 2008 Global 

Financial Crisis was also felt in Indonesia, which can be seen from the increasing exchange 
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rate of the Rupiah against the US Dollar. This also had an impact on the decline in the CSPI 

in the period. 

 
Figure 3. BI Rate for the period of January 2006 to December 2010 

Source: www.bi.go.id processed 

The data shown in the graph above is the BI interest rate for the period of January 2006 

to December 2010. Based on the graph, it shows the government's actions to implement 

contractionary monetary policy by raising interest rates 6 times in 2008 or also known as the 

Tight Money Policy (tight money) policy). The increase can also have an impact on the 

performance of the Financial Sector Stock Price Index for the period. 

 
Figure 4. Inflation between January 2008 and December 2017 

Source: www.bi.go.id processed 

The graph above shows inflation data from the period January 2006 to December 2010. 

Based on the graph shows that there has been a significant increase in inflation in early 2008 

of 7.36% to 11.06% at the end of 2008. The increase in inflation is a signal of the 

phenomenon of a decline in Indonesia's macroeconomic performance that has an impact on 

the CSPI. 

 

LITERATURE REVIEW 

1. Efficient Market Hypothesis 

The concept of an efficient market was first put forward and popularized by Fama 

(1970). A market is said to be efficient if no one, both individual investors and 
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institutional investors, will be able to obtain abnormal returns after adjusting for risk, 

using existing trading strategies. That is, prices that are formed in the market are a 

reflection of existing information. The requirements for an efficient market (Tandelilin, 

2001: 143) are: 

a. The price of a security is determined by the demand and supply of many investors. 

This means that a market participant cannot influence the price of a security. 

Investors are recipients of price (price takers). 

b. Information is widely available to all market participants at the same time and prices 

for obtaining such information are cheap. 

c. Information is generated randomly (random walk) and each information 

announcement is random from one to another. Information generated randomly 

means that investors cannot predict when an issuer will announce new information. 

d. Investors react by using information fully and quickly, so the price of securities 

changes accordingly. This condition occurs because market participants are 

sophisticated individuals who are able to understand and interpret information 

quickly and well. 

 

2. Arbitration Pricing Theory (APT) 

Ross (1976) formulated a balance model called the Arbitrage Pricing Theory 

(APT), which states that two investment opportunities that have the same identical 

properties cannot be sold at different prices. In this case the law adopted by APT is the 

law of one price. An asset that has the same characteristics (identical) if sold at 

different prices, then there will be an opportunity to arbitrage by buying assets that are 

cheap and at the same time selling them at a higher price so as to obtain profits without 

risk (Pratikno, 2009 ). 

 

3. Contagion Effect 

With globalization and rapid technological development, the economic condition 

of a country is no longer only determined by that country but the economic conditions 

in other countries are also a determining factor. According to Franke (1993) with the 

globalization of the economy it will make it easier for investors to allocate their capital. 

But besides having a good influence on globalization, it also causes a bad influence, 

which is the link between one stock exchange with another exchange, which according 

to Tan (1998) is called Contagion effect. If there is a crash in one of the exchanges, as 

happened in the Dow Jones Index (2008), it will also cause crashes on the stock 

exchanges around the world. In a broad sense, contagion is the transmission of shock 

between countries. If a country experiences a shock, the shock can be transferred to 

other countries in the vicinity. 

 

4. Stock Price Index 

The Financial Sector Stock Price Index (CSPI), also known as the Jakarta Finance 

Index or JKFINA, is one type of index on the Indonesia Stock Exchange. CSPI is to 

measure the performance value of all financial sector shares listed on a stock exchange 

by using all financial sector shares listed on the stock exchange as a component of 
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index calculation. The CSPI is used to determine developments and the general 

situation of the financial sector market, not the situation of certain companies. This 

index covers the price movements of all common shares and preferred shares listed on 

the IDX. In principle, the CSPI calculation is no different from the calculation of the 

individual stock price index. It's just that, in the CSPI calculation, we have to add up all 

the stock prices in the financial sector (listing). General formula for calculating CSPI 

(Widoatmodjo, 2009: 87-89), namely: 

 
If the CSPI is above 100, it means that the market is in a crowded condition, on 

the contrary if the CSPI is below 100, the market is in a lethargic state. If the CSPI 

appropriately designates 100, the market is stable. 

 

5. BI Rate 

"The BI Rate is the interest rate of Bank Indonesia sinyaling instruments set at 

quarterly RDG (Board of Governors' Meetings) to take effect during the current quarter 

(one quarter), unless determined differently by monthly RDG in the same quarter". 

(Bank Indonesia in the Inflation Targeting Framework). From this understanding, it is 

clear that the BI Rate serves as a signal of Bank Indonesia's monetary policy, thus 

conclusions can be drawn that the monetary policy response is expressed in an increase, 

decrease, or no change in the BI Rate. From the understanding issued by Dahlan 

Siamat, it can be concluded that the Bi Rate is used as a reference in monetary 

operations to direct the weighted average SBI-1 month interest rate. Furthermore, the 1-

month SBI interest rate is expected to affect interbank money market interest rates 

(PUAB), deposit and credit rates as well as longer-term interest rates. 

 

6. Exchange Rates 

The exchange rate is the price of a currency against other currencies or the value 

of one currency against the value of other currencies (Salvatore 1997: 9). An increase in 

the value of a domestic currency is called an appreciation of foreign currencies. The 

decline in the value of the domestic currency is called depreciation of foreign 

currencies. Other exchange rates are called exchange rates, according to Paul R 

Krugman and Maurice (2008: 73) is the price of a currency of a country that is 

measured or expressed in another currency. According to Nopirin (2000: 163) 

Exchange is an exchange between two currencies Different money, it will get a value / 

price comparison between the two currencies. It can be concluded that the rupiah 

exchange rate is a comparison between the value of a country's currency with another 

country. 

 

7. Inflation 

One of the most important modern events that is found in almost all countries in 

the world is inflation. A brief definition of inflation is the tendency of prices to rise in 

general and continuously (Mankiw, 2012: 145). This does not mean that the prices of 

various types of goods go up by the same percentage. Maybe the increase can occur not 

simultaneously, the important thing is that there is a general increase in the price of 
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goods continuously for a certain period. An increase that occurs even once in a large 

percentage is not inflation. 

 

8. Dow Jones Index 

The Dow Jones index, also known as the Dow Jones Industrial Average (DJIA), 

is one of the stock market indices founded by The Wall Street Journal editor and 

founder of Dow Jones & Company Charles Dow. Dow made this index as a way to 

measure the performance of industrial components in the American stock market. At 

present DJIA is the oldest US market index that is still running. The Dow Jones index is 

the average value of 30 certain industrial companies known as Blue Chip Stock traded 

on the New York Stock Exchange (NYSE), this index is a reflection of the performance 

of stocks that have high quality and reputation. Eun and Shim (1989) say the Dow 

Jones Index is the average of the largest stock indexes in the world. Therefore, its 

movements can affect the movements of other global stock indices, including the CSPI. 

This is what is called the contagion effect theory. According to Mansyur (2005), there 

are linkages between exchanges globally because foreign investors invest their capital 

in exchanges throughout the world so that between exchanges in the world have global 

links. 

 

9. Thinking Framework 

Based on the existing theoretical basis, Stock Index fluctuations are influenced by 

macroeconomic factors such as Exchange Rates, Interest Rates, and Inflation. In 

addition, a country's index can also be influenced by other country's stock indexes, such 

as the Dow Jones Index. Previous research also showed the influence of the Dow Jones 

Index, Exchange Rates, Interest Rates, Inflation on the CSPI showed contradictory 

results. Based on this, then analyzing the movement of the CSPI becomes very 

necessary, especially for investors. Broadly speaking, the framework of thought in this 

study can be described as follows: 

 

 

 

 

 

 

 

 

Figure 5. Framework for Thinking 

 

 

 

H1: Dow Jones index is thought to have a positive effect on the CSPI. 

H2: Rupiah Exchange Rate is suspected to have a negative effect on the CSPI. 

H3: BI interest rates are suspected to have a negative effect on the CSPI. 

H4: Inflation is thought to have a negative effect on the CSPI. 

 

Indeks Dow Jones (X1) 

Exchange Rates (X2) 

BI Rate (X3) 

Inflation (X4) 

Stock Price Index (Y) 
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RESEARCH METHODS 

Types of research 

This type of research is causality, namely research that aims to test the hypothesis and 

determine the effect of the independent variables on the dependent variable. This study aims 

to examine the effect of independent variables, namely the Dow Jones Index, Exchange 

Rates, BI Interest Rates, and Inflation on the dependent variable, namely the Financial Sector 

Stock Price Index (CSPI). This research is applied research with quantitative analytical 

analysis. Quantitative research methods can be interpreted as research methods based on the 

philosophy of positivism, used to examine specific populations or samples. 

 

Operational Definition and Variable Measurement 

This study uses two types of variables, namely the dependent variable and the 

independent variable. Financial Sector Stock Price Index (Y) in this study is used as the 

dependent variable. Dow Jones Index (X1), Rupiah Exchange Rate (X2), BI Interest Rate 

(X3), and Inflation (X4) as independent variables 

Table 1. Operational Definitions 

Variable Measurement 

Financial 

Sector Stock 

Price Index 

(Y) 

The CSPI is calculated using the value weighted method based on market 

capitalization. The CSPI calculation covers all financial sector shares 

contained in the Jakarta Stock Industrial Classification (JASICA) 

classification. This index is calculated based on the basic value on December 

28, 1995.  

Indeks = Σ ( PxQ ) x 100%  

  Nd 

Information : 

P = Share Price 

Q = Share Weight 

Nd = Basic Value 

Dow Jones 

Index (X1) 

The Dow Jones index is calculated using the price weighted method. The 

Dow Jones Index is the main index on the New York stock exchange and its 

calculation uses a sample of all stocks listed on the NYSE stock exchange.  

Indeks = Σ P x 100%  

Nd 

Information : 

P = Share Price 

Nd = Basic Value 

Rupiah 

Exchange Rate 

(X2) 

The Rupiah Exchange Rate used is the middle exchange rate of the monthly 

BI transactions in the 2009-2018 period. The measurement is in units of Rp / 

US $. 

BI Interest 

Rate (X3) 

The interest rate used is the Bank Indonesia Interest Rate with monthly data 

for the 2009-2018 period. The measurement is in units of percent (%).  

Inflation (X4) 
The inflation used is monthly inflation for the period 2009-2018. The 

measurement is in units of percent (%). 
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Population and Sample 

The population in this study is the Financial Sector Stock Price Index (CSPI) data from 

December 1995 to December 2018. The sampling method used was purposive sampling 

method, where sampling is adjusted to the requirements. The sample in this study is the 

monthly data of the Dow Jones Index, Rupiah Exchange Rates, SBI Interest Rates, Inflation, 

and the CSPI within 10 years (120 months) from January 2009 to December 2018 where the 

CSPI experienced fluctuations in that period. 

Table 2. Population and Samples 

Information Amount of data 

Population of CSPI from December 1995 to December 2018 277 Months 

CSPI from January 2009 to December 2018 120 Months 

Number Of Samples 120 Months 

 

Data analysis method 

The data analysis method used in this study is using multiple linear regression which is 

used to determine the effect of the Dow Jones Index, Rupiah Exchange Rates, BI Interest 

Rates, and Inflation on the JCI movement. To see how much influence the independent 

variable has on the dependent variable the following regression line equation is used: 

𝑌𝑡 = 𝑎 + 𝑏1𝑋1𝑡 + 𝑏2𝑋2𝑡 + 𝑏3𝑋3𝑡 + 𝑏4𝑋4𝑡 + 𝑒 .... ………… ...... (3.1) 

Information: 

𝑌 = Financial Sector Stock Price Index (CSPI) 

𝑎 = Constant 

𝑏𝑖 = Regression line coefficient 

𝑋1 = Dow Jones index 

𝑋2 = Rupiah Exchange Rates 

𝑋3 = SBI interest rate 

𝑋4 = Inflation 

t = Time Series 

𝑒 = Standard Error 

The analysis tools used for processing statistical data in this study use the Eviews 10. 

program. By using the Eviews 10 program, accurate and precise results can be obtained, 

processing the data quickly. The tests conducted in this study are as follows: 

1. Stationary Test 

Before conducting data analysis, it is necessary to know whether the data used is 

stationary or not. Generally regression using time series data is not stationary. Data is said 

to be stationary if the data is flat, does not contain trend components with constant 

diversity, and there are no periodic fluctuations. To test the stationarity of the data, the unit 

root test method is used, namely the Dickey-Fuller (DF) test using the following equation 

(Gujarati, 2004: 814): 

𝑌𝑡 = 𝜌 𝑌𝑡 − 1 + μ𝑡 …………… ... ……………………… .. (3.2) 

Δ𝑌𝑡 = (𝜌 − 1) 𝑌𝑡 − 1 + 𝑢𝑡 = 𝛿 𝑌𝑡 − 1 + μ𝑡 .. ………………… (3.3) 

The above equation will form the following hypothesis: 

H0 ∶ 𝛿 = 0 or the data is not stationary 

H1 ∶ 𝛿 ≠ 0 or stationary data 

In practice, there are three forms of the Dickey-Fuller test equation as follows: 
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1) Model without intercepts 

2) Model with intercept 

3) Model with interception and time-independent input 

Determination of the model with or without intercept depends on the data that will be 

used for model selection. Previous models assume (μ𝑡) does not correlate. To anticipate 

these correlations, Dickey-Fuller developed the above test known as: Augmented Dickey-

Fuller (ADF) test with the following equation (Gujarati, 2004: 817): 

Δ 𝑌𝑡 = 𝛽1 + 𝛽2𝑡 + 𝛿 𝑌𝑡 − 1 + Σ𝛼𝑖Δ𝑌𝑡 − 1 + 𝑚𝑖 = 1𝑢𝑡 ... ………… (3.4) 

Based on the above equation, the Dickey-Fuller model can be determined to perform 

the ADF test. 

 

2. Classical Assumption Test 

a. Data Normality Test 

This normality test is used to find out whether the independent variable data and the 

dependent variable data on the equation of the regression model are normally distributed 

or not. The statistical analysis used is Kolmogrov-Smirnov. In decision making, seen from 

the test results. If the significance probability results are greater than 5%, then the data 

used are normally distributed. Conversely, if the significance probability value is smaller 

than 5%, then the data is not normally distributed (Ghozali, 2012: 160 ). 

 

b. Multicollinearity Test 

Multicollinearity test aims to test whether the regression model found a correlation 

between independent variables (Ghozali, 2012: 105). A good regression model should not 

occur correlation between independent variables. If the independent variables are mutually 

correlated, then these variables are not orthogonal. Orthogonal variables are independent 

variables whose correlation value between variables is equal to zero. To detect the 

presence or absence of multicollinearity in the model by looking at the tolerance value and 

variance inflation factor (VIF), tolerant measuring the variability of the independent 

variable, looking at the condition index value (CI). The cut off value commonly used to 

show the presence of multicollinearity is a tolerant value <0.1 or equal to a VIF value> 10 

 

c. Heterokedasticity Test 

Heteroscedasticity test aims to test whether in the regression model there is an inequality 

of variance from the residuals of one observation to another. (Ghozali, 2012: 139). A good 

regression model is one that is homoscedasticity or one that does not experience 

heterokedasticity. Heteroscedasticity testing can be done using the Glejser test that is by 

way of regressing between independent variables with absolute residual values, if the 

significance value in the t test> 0.05 for all independent variables then heteroscedasticity 

does not occur 

 

d. Autocorrelation Test 

Autoceralization testing is used for the presence or absence of correlations or relationships 

between confounding variables during a certain period with the previous variable. To 

detect the presence of autocorrelation or can not be known using the Durbin Watson 

values then compared to the Durbin Watson table (dl and du). If du <d count <4-du then 
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there is no autocorrelation. Test criteria is to compare the value of d with the value of the 

Durbin Watson table (Gujarati, 2004: 470) and have conclusions as follows: 

1) If 0 <d <dl or 4- dl <d <4, then the data is autocorrelated. 

2) If du <d <4-du, then there is no autocorrelation in the data. 

3) If dl ≤ d ≤ dl or 4- du ≤ d ≤ 4- dl, then there is no conclusion. 

 

3. Hypothesis Test 

a. F test 

The F test is used to test the effect of all the independent variables simultaneously 

(together) on the dependent variable. If the results of the F test produce a significant value 

smaller than 0.05, it can be said that the independent variables together or simultaneously 

have a significant effect on the dependent variable. (Ghozali, 2012: 98) 

 

b. Coefficient of Determination 

Analysis of the coefficient of determination is also called the deciding coefficient which is 

used to determine the ability of the independent variable to explain simultaneously the 

effect on the dependent variable. The value of the coefficient of determination (R2) is 

between zero and one. independent of the dependent variable, or the variation of the 

independent variable used in the model does not explain the slightest variation in the 

dependent variable. Conversely, if R2 is equal to 1, then the percentage of the contribution 

of influence given by the independent variable to the dependent variable is perfect or the 

variation of the independent variable used in the study can be explained and influences the 

dependent variable to draw conclusions. (Ghozali, 2012: 97). 

 

c. T-statistic test 

The t test is usually used to show how far the influence of one independent variable, 

namely the ownership structure, the size of the board of commissioners, and the board's 

bonus scheme to the dependent variable is earnings management. T test can be done by 

assessing the probability of significance of each variable contained in the output of the 

regression results. If the significance value of t is less than 0.05, it can be said that there is 

a strong influence between the independent variables on the dependent variable. (Ghozali, 

2012). 

 

FINDINGS AND DISCUSSION 

Research result 

1. Descriptive Statistics Analysis 

General description of the research data for the period January 2009 to December 

2018 which is monthly data can be described as follows: 

 

Table 3. Statistics on Stock Indices in the Financial and Macroeconomic Sectors 

 LN_CSPI LN_DJIA LN_KURS LN_BI_RATE LN_INFLASI 

 Mean  2.769669  4.180697  4.051228  0.794135  0.672857 

 Median  2.805135  4.209119  4.066364  0.812913  0.650786 

 Maximum  3.075105  4.422562  4.181239  0.942008  0.962369 

 Minimum  2.164174  3.848985  3.931051  0.628389  0.382017 
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 LN_CSPI LN_DJIA LN_KURS LN_BI_RATE LN_INFLASI 

 Std. Dev.  0.191153  0.136067  0.077614  0.077827  0.149949 

 Skewness -0.779567 -0.181573 -0.092495 -0.654831  0.202434 

 Kurtosis  3.695528  2.344183  1.426446  2.519527  1.889002 

      

 Jarque-Bera  14.57329  2.809854  12.55147  9.730344  6.991177 

 Probability  0.000685  0.245385  0.001881  0.007711  0.030331 

      

 Sum  332.3602  501.6836  486.1473  95.29622  80.74281 

 Sum Sq. Dev.  4.348177  2.203193  0.716844  0.720788  2.675671 

      

 Observations  120  120  120  120  120 

Source: Eviews Data Processing Results 

The table above shows that the study uses the dependent variable Financial Sector 

Stock Index while the independent variable is the Dow Jones Index, the USD Exchange 

Rate, the BI Interest Rate, and Inflation. The number of samples in each variable is 120 

or the data used are monthly data in the period January 2009 to December 2009. 

 

2. Stationary Test 

This study uses time series data so that a data stationarity test is needed to determine 

whether the study data is stationary or not. The stationarity of a time series variable is 

important because it influences the results of the regression estimation. Regression 

between variables that are not stationary will produce the phenomenon of spurious 

regression (spurious regression). The data stationarity test was performed with the 

Augmented Dickey-Fuller unit root test using Eviews showing that the Dollar Dollar 

stationary variable at level I (0) for all confidence levels was 1%, 5% and 10%. 

Stationary Financial Sector Price Index Variable at level I (0) for a confidence level of 

5% and 10%. While the stationary Dow Jones variable at level I (0) for a 10% 

confidence level. Then the variable BI Rate and Inflation are not stationary at level I (0) 

for all confidence levels of 1%, 5%, and 10%. But overall stationary variables on the 1st 

difference I (I) for all confidence levels are 1%, 5%, and 10%. 

 

Table 4. ADF data stationarity test for variables Y, X1, X2, X3 at the level of level 

and level of 1st difference 

 Variabel 
ADF Statistik     

Level  Prob* 1st Difference Prob* 

Ln_CSPI -4.01939 0.0105** -11.01147 0.0000* 

Ln_DJIA -3.34193 0.0646*** -12.33488 0.0000* 

Ln_Kurs -4.45955 0.0026* -8.27541 0.0000* 

Ln_BI Rate -1.79375 0.7017 -6.93653 0.0000* 

Ln_Inflasi -3.13586 0.103*** -7.62123 0.0000* 

Critical 

Value 

   

  

1% -4.036983 

 

-4.038365 
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5% -3.448021 

 

-3.448681 

 10% -3.149135 

 

-3.149521 

 Catatan: *99% significance, **95% significance, ***90% significance 

Source: Eviews Data Processing Results 

 

3. Classical Assumption Test 

a. Normality test 

The normality test aims to test whether in the regression model, confounding or 

residual variables have a normal distribution. A good regression model is one that has 

a normal or near normal distribution. The method used is to use Jarque-Bera statistics. 

This test tool is usually called J-B which is available in the Eviews program. The 

criteria used in this test is to compare the level of probability obtained with the alpha 

level used, where the data is said to be normally distributed when sig> alpha (Ghozali, 

2012). Following are the results of the Jarque_Bera test in the Table: 

Table 5. Jarque-fallow Normality Test 

0

2

4

6

8

10

12

-0.100 -0.075 -0.050 -0.025 0.000 0.025 0.050 0.075

Series: Residuals

Sample 2009M01 2018M12

Observations 120

Mean      -1.35e-15

Median  -0.000887

Maximum  0.078309

Minimum -0.099240

Std. Dev.   0.035585

Skewness  -0.120373

Kurtosis   2.897129

Jarque-Bera  0.342708

Probability  0.842523


 
 Source: Eviews Data Processing Results 

From the results of normality testing, it appears that the residual (error) spread 

normally seen from the results of prob = 0.842523> 0.05, so the normality assumption 

is fulfilled. 

 

b. Multicollinearity Test 

Multicollinearity test aims to test whether the regression model found a correlation 

between independent variables. A good regression model should not occur correlation 

between independent variables. One way to analyze the presence or absence of the 

influence of multicollinearity in this study is to look at the value of Centered Variance 

Inflation Factor (VIF) using the Eviews program 10. A data can be said to be free 

from the symptoms of multicollinearity if it has a VIF value of less than 5. Following 

are the Eviews results from This multicollinearity test can be seen from the Table: 

Table 6. Multicollinearity Test (Variance Inflation Index) 
Variance Inflation Factors  

Date: 10/29/19   Time: 23:51  

Sample: 2009M01 2018M12  

Included observations: 120  
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 Coefficient Uncentered Centered 

Variable Variance VIF VIF 

    
    LN_DJIA  0.002393  3834.663  4.023882 

LN_KURS  0.005723  8605.389  3.130996 

LN_BI_RATE  0.004308  251.1884  2.369846 

LN_INFLASI  0.000820  35.68896  1.675178 

C  0.035898  3287.554  NA 

    
    

Source: Eviews Data Processing Results 

Based on the table above, it can be seen that the value in the VIF column is the 

value of the independent variable <5. So it can be concluded that all the independent 

variables of this regression model do not have multicollinearity problems. This shows 

that the regression model is feasible to use because there are no variables experiencing 

multicollinearity. 

 

c. Heteroscedasticity Test 

Heteroscedasticity test aims to test whether in the regression model there is an 

inequality of variance from the residuals of one observation to another. To detect the 

presence or absence of heterokedasticity, the glacier model is used. This model is 

done by regressing the absolute value of ei with the independent variable. If there is 

no independent variable that significantly influences the dependent variable (absolute 

value ei), then there is no heterokedastisitas (Ghozali, 2012). If the calculated 

probability value> 0.05, then there is no heteroscedasticity. Eviews results from the 

heterokedasticity test can be seen from the following table: 

 

Table 7. Heteroscedasticity Test (Glejser) 
Heteroskedasticity Test: Glejser  

     
     F-statistic 1.810102     Prob. F(4,115) 0.1316 

Obs*R-squared 7.107707     Prob. Chi-Square(4) 0.1303 

Scaled explained SS 7.339889     Prob. Chi-Square(4) 0.1190 

     
     

Source: Eviews Data Processing Results 

Heteroscedasticity test results shown in table 4.8 show that each independent 

variable has a significance > 0.05. So it can be concluded that there is no 

heteroscedasticity in this regression model, in other words all independent variables in 

this model have the same variance / homogeneous so it is feasible to use. 

 

d. Autocorrelation Test 

The autocorrelation test aims to test whether in the regression model there is a 

correlation between the error of the intruder in the t period and the error of the 

intruder in the t-1 period. This problem arises because residuals are not free from one 

observation to another. To find out the existence of autocorrelation in a regression 

model, Durbin Watson test was performed with the following conditions (Ghozali, 

2012: 111): 

0 <d <dL = There is a positive autocorrelation 

dL ≤ d ≤ du = There is no positive autocorrelation or doubt 

4- dL <d <4 = There is a negative autocorrelation 
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4 - du ≤ d ≤ 4 - dL = There is no negative autocorrelation or doubt 

du <d <4 - du = There is no positive or negative autocorrelation 

The Durbin Watson table shows that the value of dL = 1.6639 and the value of du 

= 1.7715 so that the criteria can be determined whether or not autocorrelation occurs 

as shown in the figure below: 

 

 
Source: Processed by Researchers 

Figure 6. Regional Criteria for Occurrence of Autocorrelation 

The following are the results of the autocorrelation test processing using Eviews 10 

as follows: 

Table 8. Autocorrelation Test (Durbin Watson) 
Test Equation:    

Dependent Variable: RESID   

Method: Least Squares   

Date: 10/30/19   Time: 00:02   

Sample: 2009M01 2018M12   

Included observations: 120   

Presample missing value lagged residuals set to zero. 

     
     Variable Coefficient Std. Error t-Statistic Prob.   

     
     LN_DJIA -0.010011 0.035889 -0.278949 0.7808 

LN_KURS 0.027712 0.055564 0.498749 0.6189 

LN_BI_RATE 0.023838 0.048232 0.494244 0.6221 

LN_INFLASI -0.013109 0.021051 -0.622740 0.5347 

C -0.080150 0.139250 -0.575584 0.5660 

RESID(-1) 0.738122 0.096203 7.672577 0.0000 

RESID(-2) -0.056400 0.096340 -0.585427 0.5594 

     
     R-squared 0.471743     Mean dependent var -1.35E-15 

Adjusted R-squared 0.443694     S.D. dependent var 0.035585 

S.E. of regression 0.026541     Akaike info criterion -4.363667 

Sum squared resid 0.079602     Schwarz criterion -4.201063 

Ln likelihood 268.8200     Hannan-Quinn criter. -4.297633 

F-statistic 16.81852     Durbin-Watson stat 1.830755 

Prob(F-statistic) 0.000000    

     
     

Source: Eviews Data Processing Results 

Based on the results of the above processing, the value of Durbin Watson shows a 

figure of 1.830755. This value is at du <d <4 - du, which is 1.7715 <1.8307 <2.22285. 

So it can be concluded that there is no autocorrelation. 

 

4. Hypothesis Testing 

From the results of the classical assumptions that have been done, it can be concluded 

that the regression model in this study is feasible because the regression model is free 

from data normality problems, does not occur multicollinearity, heterocedasticity does 
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not occur, and there is no autocorrelation. Furthermore, hypothesis testing can be done 

including the F test, t test, and the coefficient of determination (R2) test. 

Table 9. Regression Model Equation Test 
Dependent Variable: LN_CSPI  

Method: Least Squares   

Date: 10/30/19   Time: 00:06   

Sample: 2009M01 2018M12   

Included observations: 120   

     
     Variable Coefficient Std. Error t-Statistic Prob.   

     
     LN_DJIA 1.686441 0.048920 34.47345 0.0000 

LN_KURS -0.722600 0.075652 -9.551665 0.0000 

LN_BI_RATE 0.002757 0.065637 0.042011 0.9666 

LN_INFLASI 0.008129 0.028642 0.283797 0.7771 

C -1.361070 0.189468 -7.183641 0.0000 

     
     R-squared 0.965345     Mean dependent var 2.769669 

Adjusted R-squared 0.964139     S.D. dependent var 0.191153 

S.E. of regression 0.036198     Akaike info criterion -3.758827 

Sum squared resid 0.150688     Schwarz criterion -3.642682 

Ln likelihood 230.5296     Hannan-Quinn criter. -3.711660 

F-statistic 800.8473     Durbin-Watson stat 0.561202 

Prob(F-statistic) 0.000000    

     
     

Source: Eviews Data Processing Results 

 

a. F test 

The F statistical test basically shows whether all independent variables or 

independent variables entered in the model have an influence together on the 

dependent variable or the dependent variable. The hypothesis is as follows: 

Ho: The independent variables together do not have a significant effect on the 

dependent variable. 

H1: The independent variables together have a significant effect on the dependent 

variable. 

The basis of decision making is as follows: 

If Fcount <F table and P-value> 0.05, Ho is accepted. 

If Fcount> Ftable and P-value <0.05 then Ho is rejected. 

Based on the above table for the F test, the Fcount value is 800.8473> Ftable is 

2.45 and the P-value is 0.00000 <0.05. So that Ho is rejected, which means that the 

independent variables together have a significant effect on the dependent variable. 

 

b. T test 

Financial Sector Stock Price Index = - 1.361070 + 1.686441 Dow Jones Index - 

0.722600 Dollar Exchange Rate + 0.002757 BI Rate + 0.008129 Inflation 

T test results can be seen in the table above. If the value of prob. t arithmetic 

(shown in Prob.) is smaller than the error rate (alpha) 0.05 (which has been 

determined) then it can be said that the independent variable has a significant effect 

on the dependent variable, whereas if the value of prob. t arithmetic greater than 

the error rate of 0.05, it can be said that the independent variable has no significant 
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effect on the dependent variable. The Dow Jones Index and Dollar Exchange Rate 

have prob. t count 0.0000 <0.05 so that it can be said to have a significant effect on 

the Financial Sector Stock Price Index (CSPI). While inflation has a problem. t 

count 0.7771> 0.05 so that it can be said to have no significant effect on the 

Financial Sector Stock Price Index (CSPI) and the BI Rate has a prob. t count 

0.9666> 0.05 so that it can be said to have no significant effect on the Financial 

Sector Stock Price Index (CSPI). 

 

c. Coefficient of Determination (R2) 

The coefficient of determination essentially measures how far the model's 

ability to explain the variation of the dependent variable. The coefficient of 

determination is between 0 and one. A small R2 value means that the ability of 

independent variables to explain the variation of the dependent variable is very 

limited. A value close to one means that the independent variables provide almost 

all the information needed to predict variations in the dependent variable (Ghozali, 

2012: 97). 

Based on table 4.10 above, the value of R-square (R2) = 0.965345. This shows 

that 96.53% can be explained that together the Dow Jones Index, Dollar Exchange 

Rate, BI Rate and Inflation affect the movement of the CSPI by 96.53%. While the 

remaining 3.47% of the JCI movement was influenced by other factors not 

observed in this study. 

 

Discussion of Research Results 

Based on the results of the F test that has been done it can be concluded that the Dow 

Jones Index, Dollar Exchange Rate, BI Rate and Inflation have a significant effect on the 

Financial Sector Stock Price Index. While based on the results of partial tests (t tests) that 

have been carried out it can be concluded that the effects found in the table below: 

Table 10. Relationship of Independent Variables to Dependent Variables 

Variable Influence Significance (alpha 5%) 

Dow Jones Index (X1) Positive (+) Significant 

Dolar Exchange Rate (X2) Positive (+) Significant 

BI Rate (X3) Negative (-) Not Significant 

Inflation (X4) Positive (+) Not Significant 

Source: Processed by researchers 

 

1.  Influence of the Dow Jones Index on CSPI 

Hypothesis of the influence of the Dow Jones Index on CSPI 

H0: The Dow Jones index is thought to have no effect on the CSPI. 

H1: Dow Jones index is thought to have a positive effect on the CSPI. 

Basic decision making: 

If the value of t-statistics or t arithmetic <t table (1.9808) then H0 is accepted 

If the value or t count> t table (1.9808) or (for the left) t-statistic value <-t table (-

1.9808) then H0 is rejected. 

Based on the results of the Eviews 10 data in table 4.10, the Dow Jones Index 

variable has a value of t arithmetic 34.47345> t table = 1.9808 and p-value 0.00 <0.05 so 
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that this variable is in the rejection area H0 which means that the Dow Index variable 

Jones is a variable that affects the CSPI. The basis for decision making can be interpreted 

with the figure in 4.2 where the t value of the Dow Jones Index variable is in the 

rejection area of H0 (shaded area) so that the Dow Jones Index variable partially 

influences the CSPI. 

 

 

 

 

 

 

 

 

 

 

Figure 7. Acceptance & Rejection Areas Test Results t Dow Jones Index Variables 

Source: Processed by researchers 

Table 10 shows that the coefficient of the Dow Jones Index is 1.68. From these 

figures it can be interpreted that the relationship that occurs between the Dow Jones 

Index variable and the CSPI is a direct (positive) relationship. The results of this study 

are consistent with the initial hypothesis that the Dow Jones Index has a significant effect 

and is positively correlated to the CSPI. The Dow Jones Index is one of the largest stock 

indexes in the world, so any changes to the Dow Jones Index can affect almost all world 

stock indices including the financial sector. The influence of the Dow Jones Index on the 

CSPI is positive, which means that an increase in the Dow Jones Index will cause an 

increase in the CSPI on the Indonesia Stock Exchange. This is caused by the positive 

sentiment from investors about the condition of the world economy. Foreign investors, 

especially institutional investors, dominate the proportion of share ownership in the 

Indonesian Capital Market, so everything that happens in America will certainly affect 

the psychology of investors who invest in the Indonesian Capital Market. 

 

2. Effects of Dollar Exchange Rates on CSPI 

Hypothesis of the influence of the Dollar Exchange Rate on CSPI 

H0: Dollar exchange rate is suspected to have no effect on CSPI. 

H1: Dollar exchange rate is suspected to have a negative effect on CSPI. 

Basic decision making: 

If the value of t-statistics or t arithmetic <t table (1.9808) then H0 is accepted 

If the value or t count> t table (1.9808) or (for the left) t-statistic value <-t table (-

1.9808) then H0 is rejected. 

Based on the results of Eviews 10 data in table 4.10, the Dollar Exchange variable 

has a value of t arithmetic -9.551665 <t table = - 1.9808 and p-value 0.00 <0.05 so that 

this variable is in the rejection region H0 which means that the Exchange Rate variable 

The dollar is a variable that affects the CSPI. The basis for decision making can be 

interpreted with the figure in 4.3 where the t value of the dollar exchange rate variable is 
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in the rejection area H0 (shaded area) so that the dollar exchange rate variable partially 

influences the CSPI. 

 

 

 

 

 

 

Figure 8. Acceptance & Rejection Areas of Test Results t Dollar Exchange Rate 

Variables 

Source: Processed by researchers 

In the results of table 4.10 it was found that the coefficient of the dollar exchange 

rate was -0.72. From these figures it can be interpreted that the relationship that occurs 

between the Dollar Exchange Rate variable and the CSPI is the opposite relationship 

(negative). The results of this study are consistent with the initial hypothesis that the 

dollar exchange rate has a significant effect and is negatively correlated to the CSPI. 

Dollar exchange rate is a strong currency so that the changes will affect almost the entire 

economy, especially the financial sector. When there is an increase in the Dollar 

Exchange Rate (appreciation), the performance of the Financial sector may decline due 

to one of its roles as an intermediary institution. Vice versa, when the Dollar Exchange 

Rate decreases (depreciation), the CSPI will increase. 

 

3. Effect of BI Rate on CSPI 

Hypothesis of the effect of the BI Rate on CSPI 

H0: BI Rate is thought to have no effect on CSPI. 

H1: BI Rate is thought to have a negative effect on CSPI. 

Basic decision making: 

If the value of t-statistics or t arithmetic <t table (1.9808) then H0 is accepted 

If the value or t count> t table (1.9808) or (for the left) t-statistic value <-t table (-

1.9808) then H0 is rejected. 

Based on the results of the Eviews 10 data in table 4.10, the BI Rate variable has a t 

value of 0.042> t table = - 1.9808 and a p-value of 0.96> 0.05 so that this variable is in 

the H0 reception area which means that the BI Rate variable is a variable that does not 

affect the CSPI. The basis for decision making can be interpreted with the figure in 4.4 

where the t value of the BI Rate variable is in the H0 reception area (the area that is not 

shaded) so that the BI Rate variable partially has no effect on the CSPI. 

 
Figure 9. Acceptance & Rejection Region of Test Result of BI Rate Variable 

Source: Processed by researchers 
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The basis of decision making can be interpreted in Figure 4.4 where the t value of 

the BI Rate variable is located in the H0 reception area (the area that is not shaded) so 

that the BI Rate variable partially has no effect on the CSPI. The treatment of the 

direction test found a coefficient value of 0.042. From these figures it can be interpreted 

that the relationship that occurs between the BI Rate variable and the CSPI is a direct 

(positive) relationship. 

The results of this study contradict the hypothesis statement that was built at the 

beginning that changes in the BI Rate have a significant effect on the CSPI. When the BI 

Rate is raised by Bank Indonesia, owners of large funds will anticipate by selling their 

shares and allocating funds to banking products, but in their role in channeling loans will 

be hampered because loan interest rates also increase. The reaction will push stock prices 

down so that the CSPI will automatically decline. Empirical results show that the BI Rate 

has a positive effect on the CSPI, however, this does not have a significant effect. The 

results of this study are in line with the results of Lawrence (2013) and Kewal (2012) 

which states that the BI Rate has no significant effect on the CSPI. On the contrary, the 

results of this study are not in line with those of Kowanda (2015), Darwati (2014), 

Wibowo (2012), Sudarsana (2014), Pasaribu (2013), Manurung (2016), Machmud 

(2013), Sampurna (2016) and Astuti (2016) which states that the BI Rate has a 

significant effect on the CSPI. 

 

4. Influence of Inflation on CSPI 

Hypothesis of the effect of inflation on CSPI 

H0: Inflation is thought to have no effect on the CSPI. 

H1: Inflation is thought to have a negative effect on the CSPI. 

Basic decision making: 

If the value of t-statistics or t arithmetic <t table (1.9808) then H0 is accepted 

If the value or t count> t table (1.9808) or (for the left) t-statistic value <-t table (-

1.9808) then H0 is rejected. 

Based on the results of the Eviews 10 data in table 4.10, the Inflation variable has a t 

value of 0.2837> t table = - 1.9808 and a p-value of 0.77> 0.05 so that this variable is in 

the H0 reception area which means that the Inflation variable is a variable that does not 

affect the CSPI. The basis for decision making can be interpreted with the figure in 4.5 

where the t value of the Inflation variable is in the H0 reception area (the area that is not 

shaded) so that the Inflation variable partially has no effect on the CSPI. 

 
Figure 10. Acceptance & Rejection Areas of Test Results for Inflation Variables 

Source: Processed by researchers 
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The basis for decision making can be interpreted in Figure 10 where the t value of 

the Inflation variable is in the H0 reception area (the area that is not shaded) so that the 

Inflation variable partially has no effect on the CSPI. The treatment of the direction test 

found a coefficient value of 0.0081. From these figures it can be interpreted that the 

relationship that occurs between the Inflation and CSPI variables is a direct (positive) 

relationship. 

The results of this study contradict the hypothesis statement that was built at the 

beginning that inflation had a significant effect on the CSPI. Higher inflation is a 

negative signal for investors investing in the capital market. Investors will tend to release 

their shares if there is an increase in inflation. This is because an increase in high 

inflation causes an increase in investment risk in stocks. Empirical results show that 

inflation does not have a significant effect on the movement of the CSPI. This is because 

the rate of return from investing in stocks is above the increase in the rate of inflation. 

This can be seen from the movement of the inflation rate which has a trendline that tends 

to decline by an average of 5.00% during the 2009-2018 period, while the movement of 

the Financial Sector Stock Price Index has an increasing trendline during the 2009-2018 

period with an average growth of 23 , 47% per year. 

The results of this study are in line with the results of the study by Kewal (2012), 

Pasaribu (2013), Appa (2014), Kowanda (2015) and Lawrence (2013) who stated that 

Inflation had no significant effect on CSPI. In contrast, the results of this study are not in 

line with the research of Sudarsana (2014), Siregar (2014), Manurung (2016), Machmud 

(2013), Astuti (2016) and Alianty (2016) which state that inflation has a significant effect 

on the CSPI. 

 

CONCLUSION AND SUGESTION  

In a study of the Effects of the Dow Jones Index and Indonesian Macroeconomic 

Variables on the Indonesian Financial Sector Stock Price Index Post the 2008 Global 

Financial Crisis, the following conclusions can be drawn: 

1. Simultaneously, the variables of the Dow Jones Index, Dollar Exchange Rate, BI 

Rate, and Inflation significantly influence the dependent variable of the CSPI 

movement with a coefficient value of 96.53%. This means that the Dow Jones Index 

variable, Dollar Exchange Rate, BI Rate, and Inflation affect 96.53% of the 

movement of the Financial Sector Stock Price Index (CSPI), the remaining 3.47% is 

influenced by other factors outside the study. 

2. The Dow Jones Index variable partially has a significant effect and is positively 

correlated with the CSPI dependent variable. This condition shows that increasing the 

Dow Jones Index will cause an increase in the CSPI, and vice versa if the Dow Jones 

Index has decreased will result in a decrease in the CSPI. 

3. Dollar Exchange Variable partially has a significant and negatively correlated effect 

on the CSPI dependent variable. These conditions indicate that an increase in the 

Dollar Exchange Rate will result in a decrease in the CSPI, and vice versa if the 

Dollar Exchange Rate has decreased will result in an increase in the CSPI. 

4. The BI Rate variable partially has no significant effect and is positively correlated 

with the CSPI dependent variable. This condition shows that an increase in the BI 
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Rate will result in an increase in the CSPI, and vice versa if the BI Rate decreases will 

result in a decrease in the CSPI. 

5. Inflation variable partially does not have a significant effect and positively correlated 

to the CSPI dependent variable. This condition shows that the increase in inflation 

will lead to an increase in the CSPI, and vice versa if the inflation has decreased will 

result in a decrease in the CSPI. 

 

SUGGESTION 

 

Based on the research results and conclusions obtained, the suggestions that can be given 

are as follows: 

1. To predict the movement of the Financial Sector Stock Price Index in the Indonesian 

Stock Exchange in the future, it is necessary to consider the variables examined in this 

study because the correlation of independent variables explains the variation in 

changes in the Financial Sector Stock Price Index of 96.53% and for further research 

it is expected to consider adding other independent variables. 

2. For Investors, it is better to pay attention to global information, namely fluctuations in 

the prices of foreign stock indexes such as the Dow Jones Index and pay attention to 

information regarding macroeconomic variables issued by Bank Indonesia such as the 

Dollar Exchange Rate, BI Rate, and Inflation due to the presence of This information 

can be used to predict the CSPI which is then used to make the right decision 

regarding the investment. 

3. For further research, it is expected that the independent variable used is the Stock 

Price Index of the Financial sector whose country has a stock investment in the 

country's Stock Exchange which is used as the dependent variable of the study. The 

selection of the sample should also not only be limited to the Financial Sector Stock 

Price Index which represents every continent in the world, but can use the Financial 

Sector Stock Price Index of countries with weak economies that represent every 

continent in the world, such as Brazil, India, Turkey, Zimbabwe, and so on. Further 

research is also suggested to extend the observation period by more than a decade or 

10 years so as to improve better data distribution. 

 

REFERENCE 

Adesanmi, A. A., & Jatmiko, D. P. 2017. The Impact of Macroeconomic Variables on an 

Emerging Economy Stock Market: Evidence from Jakarta Composite Index, 

Indonesia. Journal of Economic & Management Perspectives, 11(2), 665-684. 

Alwi, Z.I. 2008. Pasar Modal : Teori dan Aplikasi. Edisi Pertama. Jakarta: Nasindo Internusa. 

Bailey, K. 2008. Methods of social research. Simon and Schuster. 

Barakat, MR. Sara HE., dan Khaled MH. 2016. “Impact of Macroeconomic Variables on 

Stock Markets: Evidence from Emerging Markets”. International Journal of 

Economics and Finance, Vol. 8, No. 1, 195-207. 

Bodie, Z.; Kane A., and Marcus A.J. 2002. Essentials Investment. McGraw-Hill: New York. 



Volume 1, Issue 2, May 2020 E-ISSN : 2721-303X, P-ISSN :  2721-3021 

 

Available Online: https://dinastipub.org/DIJEFA Page 312 

Dahlan, S. 2005. Manajemen Lembaga Keuangan Kebijakan Moneter dan Perbankan. Edisi 

ke, 5. 

Darwati, Suli dan Nanda Trio Santoso. 2014. “Pengaruh Perubahan Nilai Tukar, Suku Bunga, 

Harga Minyak Dunia dan Indeks Saham Dow Jones Terhadap Index Harga Saham 

Gabungan pada Pasar Modal di Negara-Negara ASEAN”. In: The 7th NCFB and 

Doctoral Colloquium 2014 Towards a New Indonesia Business Architecture Sub 

Tema: “Business and Economic Transformation Towards AEC 2015” Fakultas 

Bisnis dan Pascasarjana UKWMS, Hal: 47-56. 

Eun, C. S., dan Shim, S. 1989. “International Transmision of Stock Market Movement”. 

Journal of Financial Quantitatif Analysis. Vol.24, 241-256.  

Fama, E. F. 1970. Market efficiency, long-term returns, and behavioral finance. Journal of 

financial economics, 49(3), 283-306. 

Franke, J. A. 1993. Monetary and Portofolio Balance Model of the Determination of 

Exchange Rate. Cambridge: MIT Press. 

Ghozali, Iman. 2012. Aplikasi Analisis Multivariate dengan Program IBM SPSS 20. 

Semarang: BP UNDIP 

Gujarati, Damodar N. 2004. Basic Econometrics, Fourth Edition. The McGraw−Hill 

Companies. New York. 

Haryogo, Ardy. 2013. “Pengaruh Nilai Tukar dan Indeks Dow Jones Terhadap Composite 

Index di Bursa Efek Indonesia”. Finesta, Vol. 1, No.1: 1-6. 

Hoang, Duc Hong. 2015. “The effects of macroeconomic variables on Asian stock market 

volatility: A Garch Midas Approach”. Tesis. School of Economic and Management. 

Lund University. Lund, Sweden. 

Jamaludin, N.; Shanaz I., dan Syamimi AM. 2017. “Macroeconomic Variables and Stock 

Market Returns: Panel Analysis from Selected ASEAN Countries”. International 

Journal of Economics and Financial Issues, 2017, 7(1), 37-45. 

Jogiyanto, 2003. Teori Portofolio dan Analisis Investasi. Edisi Ketiga, BPFE. Yogyakarta. 

Kabir, Sarkar H.; Omar K.M.R. Bashar, dan A. Mansur M. Masih. 2014. “Is Domestic Stock 

Price Cointegrated with Exchange Rate and Foreign Stock Price? Evidence from 

Malaysia”. The Journal of Developing Areas, Vol. 48, No. 3, 285-302. 

Kewal, Suramaya Suci. 2012. “Pengaruh Inflasi, Suku Bunga, Kurs, Pertumbuhan PDB 

terhadap IHSG”. Jurnal Economia, Vol. 8, No.1, 53-64. 

Kibria, U.; Yasir M., Muhammad M., Muhammad UA., Rehana P., dan Muhammad S. 2014. 

“The Impact of Macroeconomic Variables on Stock Market Returns: A Case of 

Pakistan”. Research Journal of Management Sciences, Vol. 3(8), 1-7. 

Kowanda, Dionysia; Rowland Bismark FP., dan Ahmad FS. 2015. “Pengaruh Indeks Bursa 

Saham Asing dan Makro Ekonomi terhadap Indeks Harga Saham Gabungan di 

Bursa Efek Indonesia Pada Tahun 2010-2014”. Jurnal Manajemen Indonesia, Vol. 

15, No. 3, 225-234. 



Volume 1, Issue 2, May 2020 E-ISSN : 2721-303X, P-ISSN :  2721-3021 

 

Available Online: https://dinastipub.org/DIJEFA Page 313 

Krisna, A. A. G. A. 2013. Pengaruh inflasi, nilai tukar rupiah, suku bunga SBI pada indeks 

harga saham gabungan di BEI. E-Jurnal Akuntansi, 421-435. 

Krugman, P. R. 2008. International economics: Theory and policy, 8/E. Pearson Education 

India. 

Lawrence, Steven Sugiarto. 2013. “Pengaruh Variabel Makro Ekonomi dan Harga Komoditas 

terhadap Indeks Harga Saham Gabungan di Indonesia”. FINESTA, Vol. 1, No. 2. 

Machmud, Senen dan Bambang Agus Wijanarko. 2013. “Analisis Pengaruh Tingkat Inflasi, 

Nilai Tukar USD/Rupiah, dan Tingkat Suku Bunga SBI Terhadap Indek Harga 

Saham Gabungan”. Jurnal Ekonomi, Bisnis & Entrepreneurship. Vol. 7, No 1, Hal: 

30-40. 

Mankiw N, Gregory, dkk.2012, Pengantar Ekonomi Makro.Jakarta: Salemba Empat. 

Mansyur, 2005. “Pengaruh Indeks Bursa Global Terhadap Indeks Harga Saham Gabungan 

(IHSG) Pada Bursa Efek Jakarta (BEJ) Periode Tahun 2000-2002”. Sosiohumaniora, 

Vol.7, No.3, 203-219. 

Manurung, Ria. 2016. “Pengaruh Inflasi Suku Bunga dan Kurs terhadap Indeks Harga Saham 

Gabungan pada Bursa Efek Indonesia”. Jurnal Ekonom, Vol. 19, No. 4, 148-156. 

Mardiyati, U., & Rosalina, A. 2013. Analisis Pengaruh Nilai Tukar, Tingkat Suku Bunga dan 

Inflasi Terhadap Indeks Harga Saham Studi Kasus Pada Perusahaan Properti yang 

Terdaftar di Bursa Efek Indonesia. JRMSI-Jurnal Riset Manajemen Sains Indonesia, 

4(1), 1-15. 

Mohammadi, M. 2016. Stock Market Fluctuations and Macroeconomic Variables. Oman 

Chapter of Arabian Journal of Business and Management Review, 34(3815), 1-6. 

Nijam, HM., Ismail SMM., Musthafa AMM. 2015. “The Impact of Macro-Economic 

Variables on Stock Market Performance: Evidence From Sri Lanka”. Journal of 

Emerging Trends in Economics and Management Sciences (JETEMS), 6(2). 151-

157. 

Nopirin. 2000. Ekonomi Moneter. Buku II. Edisi ke 1. Cetakan Kesepuluh. BPFE UGM: 

Yogyakarta. 

Ozcan, A. 2012. The relationship between macroeconomic variables and ISE industry index. 

International Journal of Economics and Financial Issues, 2(2), 184-189. 

Pasaribu, Rowland Bismark F. dan Dionysia Kowanda. 2013. “Dinamika Bursa Saham Asing 

dan Makroekonomi terhadap Indeks Harga Saham Gabungan Bursa Efek Indonesia”. 

Jurnal Akuntansi dan Bisnis, Vol. 14, No. 1, 89-112. 

Pratikno, Dedy. 2009. “Analisis Pengaruh Nilai Tukar Rupiah, Inflasi, SBI, dan Indeks Dow 

Jones terhadap Pergerakan Indeks Harga Saham Gabungan (IHSG) di Bursa Efek 

Indonesia (BEI)”. Tesis. Program Studi Ekonomi Pembangunan, Sekolah 

Pascasarjana, Universitas Sumatera Utara. Medan. 

Ross, S. A. 2009. Neoclassical finance. Princeton University Press. 

Sampurna, Dian Surya. 2016. “Analisis Pengaruh Faktor-Faktor Ekonomi Makro Terhadap 

IHSG di Bursa Efek Indonesia (BEI)”. Jurnal STEI Ekonomi, Vol. 25, No. 1, 1-24. 



Volume 1, Issue 2, May 2020 E-ISSN : 2721-303X, P-ISSN :  2721-3021 

 

Available Online: https://dinastipub.org/DIJEFA Page 314 

Siregar, YP.; Rosyetti, dan Sri EK. 2014. “Pengaruh Nilai Tukar, Inflasi dan Jumlah Uang 

Beredar terhadap Indeks Harga Saham Gabungan (IHSG) di Bursa Efek Indonesia 

(BEI) tahun 1994-2013”. Jom FEKON, Vol. 1, No. 2, Hal: 1-15. 

Sudarsana, Ni Made Anita Dewi dan Ica Rika Candraningrat 2014. “Pengaruh Suku Bunga 

SBI, Nilai Tukar, Inflasi dan Indeks Dow Jones terhadap Indeks Harga Saham 

Gabungan di BEI”. Fakultas Ekonomi dan Bisnis Universitas Udayana, Vol. 3, No. 

11, 3291-3308. 

Sugiyono. 2014. Metode Penelitian Bisnis. Alfabeta. Bandung. 

Talla, Joseph Tagne. 2013. “Impact of Macroeconomic Variables on the Stock Market Prices 

of the Stockholm Stock Exchange (OMXS30)”. Tesis. Jonkoping International 

Business School, Jonkoping University. Jonkoping, Sweden. 

Tan, J. A. 1998. “Contagion Effect During the Asian Financial Crisis: Some Evidence from 

Stock Price Data”. Pacific Basin Working Paper Series. Center for Pacific Basin 

Monetary and Economic Studies Economic Research Department Federal Reserve 

Bank of San Fransisco. 

Tandelilin, E. 2001. Analisis Investasi dan Manajemen Portofolio. BPFE. Yogyakarta. 

Wibowo, Satrio. 2012. “Pengaruh Nilai Tukar, Suku Bunga SBI, dan Indeks Saham Dow 

Jones terhadap IHSG”. Jurnal Bisnis dan Akuntansi, Vol. 14, No.2: 117-130. 

Widoatmodjo. 2009. Pasar Modal Indonesia: Pengantar & Studi Kasus. Cet. Pertama. Bogor: 

Ghalia Indonesia. 

Zakaria, Zulkarnain dan Sofian Shamsuddin. 2012. “Empirical Evidence on the Relationship 

between Stock Market Volatility and Macroeconomics Volatility in Malaysia”. 

Journal of Business Studies Quarterly, Vol. 4, No. 2, pp 61-71. 

Zoa, CH; Farn WC, Hum YS, dan Yip JS. The Impact of Macroeconomic Variables on The 

Stock Market Performance in Japan. Disertasi. Bachelor of Finance, Universiti 

Tunku Abdul Rahman, Faculty of Banking and Finance Department of Finance. 

Petaling Jaya, Malaysia. 

 


